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Outline

Parallel Computing

- Slurm and Parallel Computing

- NIH HPC Policies and Tips 

Benchmarking

- Molecular dynamics jobs 

- Genomics jobs

- Spark (distributed) & deep learning jobs

***Disclaimer: focus is on efficiency. Other factors: accuracy, features, compatibility in 
pipeline  



  

Parallel Computing

Many calculations or execution of processes 
carried out simultaneously 

(-Wikipedia)



  

Some apps can use 
multinodes

- Nodes communicate: Message 
parsing interface (MPI) 
allows parallel programming 
on a variety of computer 
hardware. Needs a copy of 
data (not suited for large 
data).



  

Multi-threading
Multiple independent 

threads within the 
context of a single 
process. Using multi-core 
processors with shared 
memory.

e.g., --cpus-per-task=8; 
--ntasks=1 --nodes=1 
(multiple CPUs, single task)

Example: 8-CPU node 



  

Multi-threading vs. MPI parallism

Resource to know what the app is: 
https://hpc.nih.gov/apps/



  

Making efficient use of Biowulf's 
multinode partition

- Users can use up to 6,272 CPUs at one time or 12,544 CPUs for time 
limit < 8 hours (qos="turbo"). Command: batchlim

- The NIH HPC staff will ask to see proof that jobs requesting more than 
512 CPUs are actually able to take advantage of them.

- Multinode gpus limit = 16 gpus 

4 k80 nodes

8 k20x nodes

https://hpc.nih.gov/policies/multinode.html



  

Tips

- Don't use multinode for multi-threaded jobs

- Use homogeneous resources
sbatch --partition=multinode --constraint=x2650 --ntasks=64 --ntasks-per-core=1 --time=168:00:00 --exclusive 

jobscript 

- Benchmark your job

- Consider storage and memory requirements
Overallocation of memory or walltime may lead to longer wait time

https://hpc.nih.gov/policies/multinode.html



  

Efficiency

Efficiency = (work done for N CPUs)/(N * work for 1 CPU)
● For example, if you double the number of CPUs you use, but the runtime of 

your job is only shortened by 30%, that is not a good use of resources. 
● Please note: it is in your own best interest to run with a number of cores that 

has a parallel efficiency above 0.7, since job priority is based on the amount 
of past CPU usage over the last few months.



  

Do's and don't for parallel jobs

https://hpc.nih.gov/policies/multinode.html



  

Benchmarking



  

MD simulations

NIH HPC Apps:

- NAMD 

- GROMACS 

- OpenMM

- CHARMM

- AMBER

What is MD simulation?

Study of trajectories of atoms 
for a system of interacting 
molecules. 

Applications:

-study motion of proteins and 
nucleic acids 
-ligand docking (drug design)



  

MD: Gromacs on CPUs

Cellulose and lignocellulosic biomass 
(3.3M atoms)

https://hpc.nih.gov/apps/gromacs/index.html

Using Gromacs benchmarks

Better
Ion channel system (GluCl 
protein, 150K atoms)

sbatch --partition=multinode 
--constraint=x2695 --ntasks=112 --ntasks-per-
core=1 --time=24:00:00 –exclusive 
gromacs_script.sh

*** 4 nodes * 28 cores = 112  

# of cores

# of cores



  

MD: Gromacs on GPUs

Limit of 16 gpus

Using Gromacs 
benchmarks

Better

#GPUs or #cores 



  

MD: NAMD

STMV benchmark           
(1M atoms)

https://hpc.nih.gov/apps/namd/

Using NAMD 
benchmarks
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MD: NAMD

Apoa1 (90K atoms)

Using NAMD 
benchmarks

Worse performance for multinode gpus in smaller systems 

Better



  

MD simulations: Comparison

http://openmm.org/tutorials/b2ar_membrane/

Openmm:

- Optimized for GPUs

- GPU-aware

- Recommended 1 gpu  
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- 45,077 atoms
- B2-adrenergic receptor in POPC lipids
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Monitoring

Monitoring is important:
rsh cn4200 nvidia-smi
rsh cn4201 nvidia-smi

MD simulations: 
NAMD



  

Knights Landing: NAMD
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Bioinformatics/Genomics
 Read alignment: Bowtie2 and Bwa
 Spliced read alignment: STAR and Hisat2
 Tools: Samtools and Sambamba 
 WGS: Isaac4, Strelka, Canvas  

***Disclaimer: focus is on efficiency. Other factors: accuracy, features, compatibility in pipeline  



  

Read alignment: Bowtie2 and Bwa
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SRR2556952
Unzipped fastq ~13gB (zipped – 2.5gB)  
Output: unsorted sam file

sbatch --cpus-per-task=48 --mem=30g --constraint=x2680 submit.sh



  

RNA-seq: STAR and Hisat2
(spliced read alignment)

SRR2556952
Unzipped fastq ~13gB (zipped – 2.5gB)  
Output: unsorted sam file
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Samtools and Sambamba
(filtering and sorting)
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Using the sam file from Hisat2
- Filter Q-score<30
- Sort
- Bam output



  

Whole genome sequencing: 
Isaac4

Workflow: 

Fastq files 

Isaac4 – Alignment

Strelka – Variant calling

Canvas – Copy number 
variations

Manta – Structural 
variants  Platinum genomes 30x coverage (germline) 

*Bwa-mem (56 CPUs): 2.97 hours
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Strelka

Some applications overload the node. Must specify number of cpus as a parameter. 



  

Whole genome workflow in < 5 hr 

- From fastq to VCFs and CNVs



  

Distributed Computing: Hail (Spark)

Time for converting genome vcf (platinum genomes) to parquet format



  

Deep learning: using GPUs

Not all software (apps) are not written for GPUs 
- CUDA – parallel computing platform and programming model (NVIDIA proprietary)

- OpenCL – framework for writing programs across heterogenous platforms

- Digits

- Tensorflow 

- Caffe2



  

Digits 6.0: Deep Learning GUI

https://github.com/NVIDIA/DIGITS/blob/digits-6.0/docs/GettingStarted.md

MNIST (handwritten digits)
LeNet Model



  

Digits 6.0: Deep Learning GUI
With 1 GPU

With 4 GPUs



  

Tensorflow

https://hpc.nih.gov/docs/trainingvids.html

CIFAR 10 (60K 32x32 colored images)
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(CIFAR) 
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Caffe2

- Training cars and boats (640 each) Imagenet
- Resnet50 (50 layers) 
- Less efficient in multi-GPU multinode (with all 4 
GPUs per node)
- Strategy: multi-node, 1 GPU per node

1 2 4
0

20

40

60

80

100

120

140

Im
a

g
e

s
/s

e
c

Single node

# of GPUs



  

Questions: staff@hpc.nih.gov

mailto:staff@hpc.nih

	Slide 1
	Slide 2
	Slide 3
	Slide 4
	Slide 5
	Slide 6
	Slide 7
	Slide 8
	Slide 9
	Slide 10
	Slide 11
	Slide 12
	Slide 13
	Slide 14
	Slide 15
	Slide 16
	Slide 17
	Slide 18
	Slide 19
	Slide 20
	Slide 21
	Slide 22
	Slide 23
	Slide 24
	Slide 25
	Slide 26
	Slide 27
	Slide 28
	Slide 29
	Slide 30
	Slide 31
	Slide 32
	Slide 33

